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Abstract

High-dimensional gene expression data arises in all fields of life science
and is usually stored as two-way two-mode data matrix. Often interest lies
in finding a set of genes that show a correlated gene expression within a
subset of the samples. In order to find solutions to this two-way clustering
problem a large number of so called biclustering approaches have been
proposed. Most of these algorithms aim to find biclusters that correspond
to submatrices of the gene expression matrix.

In an idealized case, e.g. assuming low noise and assuming that the
gene expression matrix has a block-diagonal structure, each block displays
a unique bicluster. Decomposing this idealized data matrix by singular
value decomposition (SVD) results in a matrix factorization where each
singular vector pair is associated with a bicluster. The nonzero elements
of the left and right singular vectors are the gene and sample subsets
defining the bicluster. Therefore many of the existing biclustering meth-
ods are strongly related to SVD, e.g. the Plaid Model and the Iterative
Signature Algorithm. But applying SVD in case of non-idealized real
data sets will result in singular vectors with a large number of non zero
elements. Recently, a sparse SVD method has been proposed and success-
fully applied to find reasonable biclusters in gene expression data. This
regularized form of the SVD alternately fits penalized regression models
to the singular vector pair to obtain a sparse matrix decomposition. The
resulting sparse singular vectors strongly depend on the choice of the right
penalization parameter.

We propose to choose the right amount of penalization by incorporat-
ing a stability selection. The stability selection is a subsampling procedure
that can be applied to penalized regression models to find stable variables
and additionally offers the possibility of an error control. The practical
application of this new biclustering approach is demonstrated by an anal-
ysis of gene expression data sampled from different ependymoma (brain
and spinal tumors) subtypes.
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