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Prediction intervals are a useful tool to express uncertainty in the pre-
diction of future or unobserved realizations of the response variable in a
regression setting. Standard approaches typically assume an underlying dis-
tribution function and use the variance of the estimation method to compute
boundaries around the expected mean.

Meinshausen (2006) suggested to use quantile regression forests to con-
struct nonparametric prediction intervals for new observations. He adopted
this generalization of random forests to estimate not only the conditional
mean but the full conditional distribution of a response variable and, there-
fore, also conditional quantiles. Compared with classical methods, the resul-
ting intervals have the advantage that they do not depend on distributional
assumptions and are computable for high-dimensional data sets.

In this talk, we present an adaptation of gradient boosting algorithms
to compute intervals based on additive quantile regression (Fenske et al.,
2009), as available in the R package mboost (Hothorn et al., 2010). The
boundaries of prediction intervals are modeled by applying nonparametric
quantile regression with linear as well as smooth effects, fitted by component-
wise boosting providing intrinsic variable selection and model choice. The
main advantage of this highly flexible approach is that it allows to quantify
and to interpret the influence of single covariates on the response and on the
prediction accuracy.

We found that the correct interpretation of prediction intervals involves
the risk of running into a severe pitfall in practice since only the conditio-
nal view based on fixed predictor variables is adequate to prove the correct
coverage of the proposed intervals. Hence, we analyze simulated data sets
to evaluate the accuracy of our methods and show a real-life example to
emphasize their practical relevance.
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